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Abstract. This master thesis has as its main goal to provide a pluripotential-theoretic proof
of the Hermitian version of the Calabi-Yau Theorem (HCY for short), see Theorem 2.7 for
the statement. This approach di�ers from the one on the �rst proof of the theorem given
by Tossati-Weinkove [TW10a, TW10b] which follows more the spirit of Yau's proof for the
Calabi conjecture [Yau78]. We also discuss a few of the di�culties and progresses on the use of
pluripotential theory for the Hermitian setting.
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1. Introduction

In Di�erential Geometry constructing canonical metrics is a central problem. In the complex
context we have remarkable results such as Yau's proof [Yau78] to the Calabi conjecture [Cal57]
and the Chen-Donaldson-Sun proof [CDS15] to the Yau-Tian-Donalson conjecture to cite ones
related to Kähler-Einstein metrics. However, both results cited before are on the Kähler setting.
For Hermitian manifolds a natural generalization of the Calabi Conjecture (see Theorem below
or the re-statement of it in 2.7)

Theorem 1.1 ([TW10b]). Let (X,ω) be a compact Hermitian manifold. Then every representative
of the �rst Bott-Chern class cBC1 (X) can be represented as the Ricci form of a metric of the type
ω + i∂∂̄φ for some φ ∈ C∞(X,R).

remained open for 30 years after Yau's proof on the Kähler case. Providing a Pluripotential
Theoretic proof of the theorem above is the main goal of this master thesis.

Even though the e�ort of many mathematicians ([Gau84, Chr87, Ha96, GuaLi10, TW10a]
to site a few) only partial solutions where given such as solutions with metrics with special
conditions. 1 In 2010 Tossati-Weinkove [TW10b] completed the proof using techniques inspired
by [Yau78].

To solve such problems it is common to reduce it to solving a Complex Monge-Ampère Equation
(in our case the Monge-Ampère (MA) Problem bellow or its re-statement in Theorem 2.8)

Date: July 3, 2023.
During the maing of this thesis the author was supported by EUR-MINT M2 Fellowship 2022-2023.
1Conditions such as Balanced (see [TW10a, Din19]) and the Guan-Li [GuaLi10] condition see De�nition 2.2.
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Theorem 1.2. Let (X,ω) be a compact Hermitian manifold of complex dimension n. Let also
f be any smooth strictly positive function on X. Then the following problem

u ∈ C∞(X), ω + ddcu > 0,
supX u = 0,
c ∈ R,
(ω + ddcu)n = ecfωn, f ∈ C∞(X), f > 0.

admits a unique solution (u, c). Furthermore there exist constants Ck, k = 0, 1, 2, . . . dependent
only on X,ω and f , such that the Ck-th norm of the function u is bounded by Ck.

Solving this MA Problem above is equivalent to solving the �rst theorem (Hermitian Calabi-
Yau (HCY) Theorem). And this is the approach that we will use on this text to present a proof
of the HCY Theorem.

Many di�erent techniques are needed to attack such problems (see the outline of the proof
between De�nition 2.6 and Theorem 2.7), one very important is the Moser Iteration Technique
used in [Yau78, TW10a, TW10b]. However, another very e�ective one is Pluripotential Theory.
Inspired by the works of Bedford-Taylor [BT76, BT82] this theory has been extended to the
Kähler and Hermitian setting.

To cite some on the Hermitian setting of the MA Problem we have for Lp densities f ,
Dinew�Koªodziej [DK12] used pluripotential techniques to obtain uniform L∞-estimates. Then,
regarding solvability Koªodziej�Nguyen [KN15] proved it using a stability estimate. Also, Guedj�Lu
[GL21] established uniform estimates and proved the existence of solution when the (1, 1)-form
ω is merely big. As a consequence, they generalized Tosatti�Weinkove's theorem 2.7 to a singular
Hermitian setting, more precisely to Hermitian Q-Calabi�Yau varieties.

The reader can also �nd a few more words regarding other problems on the Appendix A.
Like the generalization of the HCY Theorem known as the Calabi-Yau-Gauduchon Theorem
established in [STW17] and a few coments on di�culties and developments of Puripotential
Theory to attack the Singular setting.

1.1. Structure of text. This text consist mostly of a proof of the HCY Theorem. In Section 2
we introduce some necessary language and start the proof and make the link between HCY and
the MA Problem (link between Theorem 2.7 and Theorem 2.8). Sections 3 4 5 6 are the technical
part of the proof which consists of the many steps to prove Theorem 2.8. The Appendix A we
brie�y mention some problem one can pursue the understanding after reading this text, namely
the Calabi-Yau-Gauduchon Theorem and the problem of extending Pluripotential Techniques to
the Singular setting. The Appendix B is a list of Lemmas used during the text and references
where to �nd their proofs.

2. From HCY to Monge-Ampère

This section starts with a few de�nitions for context and has the statement and proof of
Theorem 2.7. This proof consists on transforming the original geometrical problem in solving
the Complex Monge-Ampère (Theorem 2.8) and then solving this equation. To be able to do that
we'll assume the results on the following sections. With this we can conclude this less technical
part and then understand these result that we use. The results on the following sections are the
real di�culty in solving such an equation. Here the continuity method is explained and used to
solve the Monge-Ampère. Our approach here comes from [Din19, GZ17, Blo12], the last two for
the Kähler setting.

For the whole text we �x (X,ω) a n− dimensional Hermitian manifold with Hermitian form
ω. Remember that the Hermitian form, a real (1,1)-form can be described as:

ω = i
∑
j,k

gjk̄dz
j ∧ dzk

where the coe�cients gjk̄ are smooth local complex valued functions, such that pointwise gjk̄(z)
is a positive de�nite Hermitian symmetric matrix.
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It should be noted that ω does not need to be closed. If it is, then we are on the Kähler case.
There are many special types of Hermitian metrics, besides Kähler, that are less restrictive

topologically. Here are some that will appear throughout this text.

De�nition 2.1. A hermitian metric is said to be Gauduchon if the hermitian form ω has the
property ddc(ωn−1) = 0.

By a result of Gauduchon [Gau77] every Hermitian manifold admits a Gauduchon metric and
given a metric ω you can always �nd a Gauduchon function ϕ such that eϕω is Gauduchon.

Now we de�ne a metric condition studied by Guedj-Lu [GL22] in the singular case called
condition (B). This condition was studied by Guan-Li [GuaLi10] when B = 0.

De�nition 2.2. (X,ω) is said to have the condition (B) if exists positive B such that:

−Bω2 ⩽ ddcω ⩽ Bω2 and −Bω3 ⩽ dω ∧ dcω ⩽ Bω3

By compacity and smoothness of our case of interest this constant always exist. A metric is
called Guan-Li if B = 0 and it simpli�es a bunch of calculations on Hermitian Geometry. More
precisely, it is easy to see that if metric is Guan-Li the volume of the Monge-Ampère of a ddc

perturbation is constant. Moreover, due to Chiose [Chi16] it is known that Guan-Li condition is
actually equivalent to having constant Monge-Ampère volume under ddc perturbation.

To talk about pluripotential theory it is necessary to understand a few notions:

De�nition 2.3. A function u : Ω ⊂ Cn → [−∞+∞ [ is plurisubharmonic (pluriharmonic) if it
is upper semi-continuous and for all complex lines Λ ⊂ Cn, the restriction u |Ω∩Λ is subharmonic
(harmonic) in Ω ∩ Λ.

The latter property can be reformulated as follows: for all a ∈ Ω, ξ ∈ Cn with |ξ| = 1, and
r > 0 such that B̄(a, r) ⊂ Ω,

u(a) ⩽
1

2π

� 2π

0
u
(
a+ reiθξ

)
dθ

De�nition 2.4. The ω-plurisubharmonic functions are the elements of the function class

PSHω(X) :=
{
u ∈ C↑(X) ∩ L1(X,ω) : ddcu ⩾ −ω

}
where C↑(X) denotes the space of upper semicontinuous functions and the inequality is understood
in the weak sense of currents.

There plurisubharmonic (psh) functions are the functions for the local Pluripotential Theory.
The ω-plurisubharmonic (ω-psh) are their global counterparts as for compact manifolds all psh
functions are constant.

Related to our problem and Pluripotential Theory in Complex Geometry the Monge-Ampère
measure is very central. The theory to de�ne this types of operators in the context of bounded
functions (on the local case) date back to works of Bedford-Taylor, see [BT76, BT82]. For our
purposes we de�ne it as: consider u a bounded ω-psh function on X. Take U ⊂ X open which
is biholomorphic to the unit ball in Cn, and �x ρ smooth strictly2 psh function in U such that
ddcρ ⩾ ω. Let, φ := u+ ρ and we de�ne:

(ω + ddcu)n := (ω − ddcρ+ ddcφ)n =

n∑
k=0

(
n

k

)
(ω − ddcρ)k ∧ (ddcφ)n−k.

We �nally get that although the (1, 1)-form ω − ddcρ is not semipositive it is smooth and by
Bedford-Taylor Theory the (signed) measures (ω − ddcρ)k ∧ (ddcφ)n−k are well de�ned. And
so are the mixed Monge-Ampère measures (ω + ddcu)j ∧ (ω + ddcv)n−j for u, v bounded ω-psh
functions.

Another important de�nition which is crucial for our study is the Bott-Chern Cohomology
de�ned just bellow. It will be the appropriate Cohomolgy for our problem and substitute the

2Here it mean that the inequality on the de�nition is strict.
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classical DeRham Cohomology used on the Kähler case. They are equivalent on the Kähler
setting because on this case one has the important ∂∂̄Lemma that dates back to the work of
Hodge (see [GZ17] for a few words on it).

De�nition 2.5. We de�ne the p, q Bott− Chern Cohomology Group as:

Hp,q
BC =

ker {d : Ωp,q(X) → Ωp,q+1(X)⊕ Ωp+1,q(X)}
Im {ddcΩp−1,q−1(X)}

where Ωp,q(X) denotes the space of smooth (p, q)-forms.

De�nition 2.6. Given a Hermitian metric ω its Ricci form can be de�ned analogously to the
Kähler setting by

Ric (ω) := −ddc log (ωn) .

here we use the convention of d = ∂ + ∂̄ and dc = 1
2i(∂ − ∂̄), such that ddc = i∂∂̄.

The last ingredient we need to enunciate the main theorem is the �rst Bott-Chern cohomology
class cBC1 (X) in the Bott-Chern Cohomology that can be de�ned anagolously as in the Kähler
case (for more details of the Kähler case [GZ17]). For our matters the reader unfamiliar should
just keep in mind that it is an element of H2

BC and an invariant.
Now we will present an outline of the long proof of the main theorem and the techniques on

each step:

• Going from the HCY to a MA Problem of the Monge-Ampère Equation. Section 2.
(Geometrical calculations.)

• Proving Uniqueness. Section 3. (Laplace-Beltrami Operator Theory and Pluripotential
Theory.)

• Using Continuity Method to reduce the problem to proving openess and closedness of
the parameter set for the solutions of the continuity method. Section 2.

• Proving openness of the parameters set. Section 3. (Laplace-Beltrami Operator Theory
and Inverse Function Theorem)

• Proving Closedness of the parameters set. Which can be devided as:
� Proving an L∞ − estimate. Section 4. (Pluripotential Theory)
� Proving an ∆− estimate. Section 5. (Geometrical Inequalities)
� Proving an C2,α − estimate. Section 6. (Complex Evans-Krylov Theory)
� Proving an C2+k,α − estimate. Section 6. (Schauder Theory)
� Use a Arzelà-Ascoli argument, using the a priori estimates to �nish proving the
closedness. Section 2

Now we re-state the main theorem. And will use the results from the following sections to
argue this less technical part of the proof, and then dive in the technicalities on the sections to
come.

Theorem 2.7 ([TW10b]). Let (X,ω) be a compact Hermitian manifold. Then every representative
of the �rst Bott-Chern class cBC1 (X) can be represented as the Ricci form of a metric of the type
ω + i∂∂̄φ for some φ ∈ C∞(X,R).

Proof. Fix η ∈ cBC1 (X). Analogously as on the Kähler case we have (because the de�nition of the
Bott-Chern Cohomology, from the point of view of computations, encapsulates the ∂∂̄Lemma)
that the Ricci form is inside the �rst chern class also in this case.3 Then, by the de�nition of
our cohomology:

There exists h ∈ C∞(X,R) such that

Ric(ω) = η + ddch

3Actually there should be a multiplicative positive constant to make in exactly but such constant does not
a�ect the calculations in a meaning full way so it is usual, for convinience, to just ignore it.
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We search for ωφ := ω + ddcφ a Hermitian form that comes from this ddc − pertubation such
that Ric (ωφ) = η. Since

Ric (ωφ) = Ric(ω)− ddc log

(
(ω + ddcφ)n

ωn

)
,

Putting together the expressions for Ric(ω) and Ric(ωφ) we get:

ddc
{
h− log

(
(ω + ddcφ)n

ωn

)}
= 0.

Then the function inside the brackets is pluriharmonic, hence constant since X is compact.
And with that we arrive at the equation:

(2.1) (ω + ddcφ)n = eh+cωn

Note that di�erently from the Kähler case here we can't really get rid of this constant c because
the volume of the Monge-Ampère of the perturbation by ddc is not �xed, since ω is not closed.
4 Because of that we also don't have the necessary condition of the normalization of the volume
as one has on the Kähler setting.

Solving the Equation 2.1 is equivalent of solving the MA problem on Theorem 2.8. Then,
assuming this theorem our proof is done.

□

We now state the MA problem as Theorem 2.8 and solve it assuming results from the next
sections:

Theorem 2.8. Let (X,ω) be a compact Hermitian manifold of complex dimension n. Let also
f be any smooth strictly positive function on X. Then the following problem

u ∈ C∞(X), ω + ddcu > 0,
supX u = 0,
c ∈ R,
(ω + ddcu)n = ecehωn, h ∈ C∞(X).

admits a unique solution (u, c). Furthermore there exist constants Ck, k = 0, 1, 2, . . . dependent
only on X,ω and f , such that the Ck-th norm of the function u is bounded by Ck.

Proof. To prove this theorem will use the Continuity Method and assume the following chapter
to complete the proof. Using the Theorems 3.1, 3.3, 4.7, 5.2, 6.1, 6.2.

The continuity method consists in deforming our complicated PDE into one that is trivial.
Then one tries to propagate the fact that we can solve the trivial one to get a solution on the
original. More precisely we consider the family of problems:

(∗)t


ut ∈ PSHω(X),
supX ut = 0,
(ω + ddcut)

n = ectethωn, h ∈ C∞(X).

for t ∈ [0, 1]. Clearly the problem (∗)0 is solvable, it is our trivial equation. (∗)1 is the MA
Equation we want to solve. To propagate the solution we have to prove that the parameter set
of the solutions of continuity method5

S := {T ∈ [0, 1] | (∗)t is solvable for every t ⩽ T}
is open and closed in [0, 1], because we already know it is non-empty and this will imply

S = [0, 1] which implies (∗)1 has a solution.

4Moreover, having this volume not �xed is a barrier for the extension of pluripotential techniques to the
hermitian setting. More on it in Section A.

5Quite naturally there are many deformations to be chosen. For example in [TW10a] Tossati-Weinkove choose
a di�erent one but the proof can be done completely analogous at all steps.
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Assuming we know the functions of the solutions of (∗)t {ut : t ∈ S} are bounded in Ck+2,α(M)
and that ct and c

−1
t are bounded.6 Which is what we get from the next few chapters where we

build a priori estimates of the solutions. Then from every sequence, by the Arzela-Ascoli theorem,
we can choose a subsequence whose all partial derivatives of order ⩽ k + 1 converged uniformly
and the sequence of constants ct also converge uniformly. Then we get sequentially closed, which
implies S is closed.

The last two parts (openess and uniqueness we'll see on the next section). The Openess we
get from Theorem 3.3. The Uniqueness we get from Theorem 3.1. This concludes the proof of
Theorem 2.8

□

3. Uniqueness and Openess

In this section we begin the technical details of this proof. Here uniqueness (Theorem 3.1) of
the MA Problem of the Complex Monge-Ampère Equation in Theorem 2.8 is proven. Also the
Openess (Theorem 3.3) of the parameter set for the solutions of the Continuity Method. Mostly
here is used knowledge of Second Order Elliptic PDEs (as the Monge-Ampère is an example)
and, by choice of the author, some pluripotential perspectives on the uniqueness. The openess
comes from a perturbation argument using Inverse Function Theorem on Banach Manifolds. Our
approach here comes from [Din19].

3.1. Uniqueness. In [TW10a] the authors proved that if u, v are smooth ω-psh functions and
their Monge-Ampère measures satisfy ωnu = ec1fωn, ωnv = ec2fωn for some smooth positive
function f and some constants c1 and c2. Then we get c1 = c2 and u− v is constant. This is will
give us the uniqueness of solution on Theorem 2.8, because of normalization. This will imply
unicity in the potential for the ddc perturbation on the HCY.

Theorem 3.1. If (u, c1), (v, c2) are solutions to the MA problem 2.8. Then c1 = c2 and u−v = 0
.

Proof. If we assume c1 = c2 we have that u = v is simple. Suppose that we already knew that
c1 = c2. Then we have:

0 = ec1fωn − ec1fωn = ωnu − ωnv = ddc(u− v) ∧

(
n−1∑
k=0

ωku ∧ ωn−1−k
v

)
This can be treated as a linear strictly elliptic equation with respect to u− v. The coe�cients

of the form
∑n−1

k=0 ω
k
u ∧ωn−1−k

v pointwise give strictly positive de�nite matrix. With that we can
apply the strong maximum principle (see [GT83]) yields that u− v must be a constant.

Now we show that c1 = c2. The proof can use a maximum principle argument due to Cherrier
[Chr87]. However we'll use a more pluripotential theorectic approach due to Dinew-Koªodziej
[DK12]. Suppose by contradiction:

ωnu = ec1fωn, ωnv = ec2fωn

for some smooth u, v and c1 ̸= c2. We can without loss of generality assume that c2 > c1.
Consider the Hermitian metric ω + ddcu. This metric is an actual Hermitian metric (smooth,

strictly positive) by the assumptions on the MA problem. Then by the Theorem of Gauduchon
[Gau77] one can take a unique (up to aditive constant) function ϕu (Gauduchon function) that
after a conformal transformation by it our new metric is Gauduchon (see De�nition 2.1). Then
we can have:

infXϕu = 0, ddc
(
e(n−1)ϕu (ω + ddcu)n−1

)
= 0.

Then one can apply the Comparison Principle for the Laplacian of the Gauduchon metrics
(Proposition 4.1) on eϕu (ω + ddcu) which gives us:

6Bounds on the constant ct are given by L∞ estimate of Theorem 4.7.
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�
{u<v}

e(n−1)ϕu (ω + ddcu)n−1 ∧ ωv ⩽
�
{u<v}

e(n−1)ϕuωnu .

We can with the same reasoning take v as big as we want by adding a constant. Then we
obtain:

�
X
e(n−1)ϕu (ω + ddcu)n−1 ∧ ωv ⩽

�
X
e(n−1)ϕuωnu

With this inequality we can analyse the integrand on the left hand side pointwise to reduce
estimating it to a linear algebra problem. With this we can co-reduce the matrixes for both
metrics. This will reduce to a eigenvalue related calculation which can be estimated using AM-
GM Inequality. Finaly arriving at:

�
X
e(n−1)ϕu (ω + ddcu)n−1 ∧ ωv ⩾

�
X
e(n−1)ϕu+

(c2−c1)
n ωnu

Puting both estimates together we obtain:

1 < e
(c2−c1)

n ⩽ 1

which contradicts our assumption.
□

3.2. Openness. The openness part boils down to showing that if (∗)T is solvable then the
problem (∗)t is also solvable for t close enough to T . This is achieved by a Perturbation argument
applying the implicit function theorem between well chosen Banach spaces and linearization of
the equation. Here the linearized operator is essentially the Laplacian, and we shall prove that
this operator is bijective in our setting. The details are taken from [TW10a] and [Din19].

Before stating the Openess precisely and proving it we'll analyse the solvability of the Laplacian
in our Hermitian context with the following proposition:

Proposition 3.2. Let ω be a Gauduchon metric on X and let ∆ω be the Laplacian operator with
respect to ω. Then, given any f ∈ L2(X,ω) there is a unique W 2,2 function u which solves the
problem

∆ωu = f,

�
X
vωn = 0

if and only if
�
X fω

n = 0. Furthermore if α ∈ (0, 1) and f ∈ Cα(X), then u ∈ C2,α(X)

Proof. The proof of normalized solutions follows from the ellipticity of ∆ω. By the following
formal computation we'll have the adjoint of our operator.

�
X
< ∆ωu, g > ωn =

�
X
gddcu ∧ ωn−1 =

�
X
uddc

(
gωn−1

)
=

�
X

(
uddcg ∧ ωn−1 + udg ∧ dc

(
ωn−1

)
− udcg ∧ d

(
ωn−1

))
=

�
X
< u,∆∗

ωg > ωn

Then the adjoint operator ∆∗
ω is second order elliptic. Moreover it contains no zero order term7

thus it contains only constant functions in its kernel. On the other hand, again by classical elliptic
theory the image of ∆ω in L2 is perpendicular to the kernel of ∆∗

ω which proves the �rst assertion.
The second assertion is a consequence of the classical Schauder theory of linear elliptic equations.

□

7The Gauduchon metric condition actually is used here.
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Now we can prove the Openess. For the Käher case the argument is analogous (see [Yau78],[Blo12]),
this case there are only a few extra terms, but also the reader should keep in mind that the
solutions here are of the form (u, c) and not only a function as in the Kähler case.

Theorem 3.3. The parameters set of solutions of the continuity method de�ned on the proof of
Theorem 2.8 is open in [0,1].

Proof. Suppose T ∈ S, i.e; there is a smooth solution (u, cT ) to the problem (∗)T . Let ϕu denote
the Gauduchon function, like in the proof of uniqueness above, associated to ωu. We normalize
this time di�erently to better suit our calculations. Choose it such that:

�
X e

(n−1)ϕu (ω + ddcu)n =
1. Fix a small positive constant α < 1. This constant will be important during Sections 6 when
we analyse Higher Order Estimates, it will also be relevant that it only depends on X, ω and n.

Consider now these two Banach manifolds:

B1 :=

{
w ∈ C2,α(X) |

�
X
we(n−1)ϕuωnu = 0

}
and

B2 :=

{
h ∈ Cα(X) |

�
X
eh+(n−1)ϕuωnu = 1

}
To construct the Perturbation Argument we will use a operator that takes values only on

functions and solve the problem �nding a function that satis�es our construction. However, it
should be noted that by the structure of the problem in it self as soon as we �nd this fuction the
constant that is it's companion to form a solution (u, c) will be determined. We'll now consider
a operator to solve a perturbation problem as a framework and after we will dive in more details
in the particular perturbation we are interested and why it solves what we need.

Consider our operator for the perturbation to be T : B1 → B2 given by

T (v) := log
(ω + ddcu+ ddcv)n

(ω + ddcu)n
− log

�
X
e(n−1)ϕu (ω + ddcu+ ddcv)n

Note that T (0) = 0 and that any function v su�ciently close to 0 in C2,α-norm is (ω + ddcu)−
plurisubharmonic.

By the Implicit Function Theorem for Banach Manifolds the equation T (v) = f is solvable
for any h ∈ B2 su�ciently close in Cα norm to zero if the Frechet derivative

(DT ) : T0B1 = B1 → T0B2 =

{
g ∈ Cα(X) |

�
X
ge(n−1)ϕuωnu = 0

}
is an invertible linear mapping.
To prove it is invertible linear map we have:

(DT )(η) = ∆ω+ddcuη − n

�
X
e(n−1)ϕuωn−1

u ∧ ddcη

By sucessive applications of Stokes Theorem (following the logic of Lemma B.5) and the
Gauduchon condition we have that the second term is zero. The question is thus whether
∆ω+ddcu : B1 → T0B2 is a continuous bijective mapping.

By Proposition 3.2 (this will justify the Gauduchon transformation we did on the original
metric) the equation

∆eϕu (ω+ddcu)(η) = τ

is solvable if and only if
�
X τe

nϕu (ω + ddcu)n = 0 and the solution is unique up to an additive

constant. Thus we can assume that
�
X ηe

(n−1)ϕuωnu = 0. Furthermore, if τ ∈ Cα(X) then η

belongs to C2,α(X) and hence it belongs to B1. Note that ∆eϕu (ω+ddcu)(η) = e−ϕu∆(ω+ddcu)(η)

thus (DT )(η) = τ is solvable if and only if
�
X τe

(n−1)ϕu (ω + ddcu)n = 0 i.e. exactly if τ belongs
to T0B2. This proves the surjectivity of (DT ) and injectivity follows from the normalization
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condition. Finally continuity of (DT ) follows from the Schauder C2,α a priori estimates for the
Laplace equation.

Now we go back to the Perturbation we wanted to study: (in an interval s ∈ [T, T + ε), ε > 0)

(ω + ddcu+ ddcv)n = e(s)hecT+s−cT (ω + ddcu)n

Here what we actually want is a continous curve of solutions α : [0, ε) ∋ s 7→ (us, cT+s) where
u0 = u and which goes monotonically to the solution at zero as s→ 0+.

By construction sh, cT+s − cT both go to zero monotonously as s goes to zero.
Note that the equation we are solving with T (v) = f is:

(ω + ddcu+ ddcv)n = (

�
X
e(n−1)ϕu(ω + ddcu+ ddcv))ef (ω + ddcu)n

Then it exists ε small enough such that sh + cT+s − cT is close enough to zero for us to
have a solution by the Inverse Function Theorem argument before. And consequentely, by the
monotonicity, any s ∈ [T, T + ε), for the ε above, will also admit a solution.

Then we get that for some v close enough to zero (which makes it (ω+ddcu)-plurisubharmonic)
we get, because by hypothesis for T we have the solution:

(

�
X
e(n−1)ϕu(ω+ddcu+ddcv))esh+cT+s−cT (ω+ddcu)n = elog(

�
X e(n−1)ϕu (ω+ddcu+ddcv))e(T+s)h+cT+sωn

Then we have our solutions (uT+s, cT+s) by changing the constant cT+s above by it minus the

constant log(
�
X e

(n−1)ϕu(ω+ ddcu+ ddcv)). 8 Hence, we get the openness wanted as we get that
for any T which is has a smooth solution, because there always exists small enough ε such that
∀s ∈ [T, T + ε), (∗)s also admits a smooth solution.

□

4. L∞ Estimate

Here we do the most challenging part of the proof, the L∞ − estimate. Here we will use
techniques of Pluripotential theory due to Guedj-Lu in [GL21]. For a alternative Pluripotential
proof good references are [Din19, KN15, DK12]. Yau's original proof to the Calabi Conjecture
used the Moser Iteration Technique, for surveys on this technique on the Kähler case see [Siu87]
and [Blo12], for a proof in this fashion for the Hermitian case see [TW10a, TW10b]. This
Section will contain brief informations on Pluripotential Theory. The clever argument on [Lu21]
bypasses a lot of di�culties particular to doing Pluripotential Theory in the Hermitian setting.
Our approach here comes from [Lu21, GL21].

Before starting with the Pluripotential proof of this section we enunciate (see [Din19] for a
proof) the Comparison Principle for the Laplacian of the Gauduchon metrics. (used in the proof
of Theorem 3.1.)

Proposition 4.1. Let ω be a Gauduchon metric and let ϕ, ψ ∈ PSHω(X) ∩ L∞(X). Then�
{ϕ<ψ}

ωψ ∧ ωn−1 ⩽
�
{ϕ<ψ}

ωϕ ∧ ωn−1.

Now we prove a couple of important result in pluripotential theory before we enunciate and
prove the L∞ estimate.

We start with the following maximum principle.

Lemma 4.2. Assume u, v are bounded w-psh functions on U ⊂ X. Fix smooth real (1, 1)-forms
ω1, . . . , ωn−k, ϕj ∈ PSH (U, ωj) ∩ L∞(X), and set

T := (ω1 + ddcϕ1) ∧ . . . ∧ (ωn−k + ddcϕn−k) .

Then we have
1{u>v} (ω + ddcmax(u, v))k ∧ T = 1{u>v} (ω + ddcu)k ∧ T.

8This doesn't change at all the argument because we could have chosen it like this when we described what f
we wanted for T (v) = f . However, it would make the calculations slightly worst although analogous.
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If moreover u ⩽ v in U , then

1{u=v} (ω + ddcu)k ∧ T ⩽ 1{u=v} (ω + ddcv)k ∧ T.

Proof. The �rst equality comes from a usual argument in pluripotential theory. (see Theorem
3.27 in [GZ17].)

To prove the second inequality we consider ψt := max(u+ t, v), t > 0. The �rst equation can
be seen as an inequality if you consider one side on a bigger domain. Then we get:

(ω + ddcψt)
k ∧ T ⩾ 1{u+t>v} (ω + ddcu)k ∧ T

Letting t→ 0+ we obtain (ω + ddcmax(u, v))k ∧ T ⩾ 1{u=v} (ω + ddcu)k ∧ T, which gives the
result.

□

Now we prove a central result in Pluripotential Theory, the Comparison Principle. In the
Hermitian setting, however we can't have a Comparison Principle as known in the Kähler case, the
best we can get is a modi�ed comparison principle. More precisely according to the Proposition
9.1 in [Din19] states that a necessary condition for the usual Comparison Theorem to work it
is needed that the volume of the ddc pertubation is constant. For more on when this volume is
constant see the comments after De�nition 2.2. For the original reference see Kolodziej-Nguyen
[KN15][Theorem 0.2]:

Theorem 4.3. Let u, v be bounded ω-psh functions. For λ ∈ (0, 1) we set mλ = infX{u− (1−
λ)v}. Then (

1− 4B(n− 1)2s

λ3

)n �
{u<(1−λ)v+mλ+s}

wn(1−λ)v ⩽
�
{u<(1−λ)v+mλ+s}

ωnu .

for all 0 < s < λ3

32B(n−1)2
.

the proof by Koªodziej-Nguyen relies on the main result of [DK12] and some extra technical
estimates. Here we present a simpli�ed proof coming from [Lu21].

Proof. Take ϕ := max (u, (1− λ)v +mλ + s) , Uλ,s := {u < (1− λ)v +mλ + s}. For 0 ⩽ k ⩽ n

we set Tk := ωku ∧ ωn−kϕ , and Tl = 0 if l < 0. Set a = Bsλ−3(n− 1)2. We will proceed the proof
inductively. We will prove for k = 0, 1, . . . , n− 1 that:

(4.1) (1− 4a)

�
Uλ,s

Tk ⩽
�
Uλ,s

Tk+1

The conclusion follows since (ωϕ)
n =

(
ω(1−λ)v

)n
in the set Uλ,s.

9 This is a direct applicatin of
Lemma 4.2.

We �rst prove 4.1 for k = 0:

• k = 0 : Since u ⩽ ϕ, Lemma 4.2 ensures that

1{u=ϕ}ω
n
ϕ ⩾ 1{u=ϕ}ωu ∧ ωn−1

ϕ

Note that Uλ,s = {u < ϕ}, we now have

�
X
ddc(ϕ− u) ∧ ωn−1

ϕ =

�
X

(
ωnϕ − ωu ∧ ωn−1

ϕ

)
⩾

�
Uλ,s

ωnϕ −
�
Uλ,s

ωu ∧ ωn−1
ϕ .

Now we will use the above inequality to get the estimate we need using the constant
from the condition (B) (see De�nition 2.2). We plan to use Stokes theorem to arrive at
the calculations related to the condition (B). Then we do the following calculations:

9A very important comment here is that this set is not necessary open, because the functions in question are
not necessary continous. These sets can be seen as opens on the Pluri�ne Topology, the interested reader can
reference to [Wi12] for details around this topic.
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ddcωn−1
ϕ = (n− 1)ddcω ∧ ωn−2

ϕ + (n− 1)(n− 2)dω ∧ dcω ∧ ωn−3
ϕ

⩽ (n− 1)Bω2 ∧ ωn−2
ϕ + (n− 1)(n− 2)Bω3 ∧ ωn−3

ϕ

since ω satis�es condition (B). As ϕ − u ⩾ 0, by de�nition, it follows from sucessive
aplications of Stokes theorem (see Lemma B.5) that

�
X
ddc(ϕ− u) ∧ ωn−1

ϕ

⩽ (n− 1)B

{�
X
(ϕ− u)ω2 ∧ ωn−2

ϕ + (n− 2)

�
X
(ϕ− u)ω3 ∧ ωn−3

ϕ

}
.

Now we want to estimate de integrals on the right hand side from above, for that note:

� As 0 ⩽ (1− λ)ωv we get λω ⩽ ω(1−λ)v hence ω
j ∧ ωn−jϕ ⩽ λ−j

(
ω(1−λ)v

)j ∧ ωn−jϕ .

� By Lemma 4.2,
(
ω(1−λ)v

)j ∧ ωn−jϕ = ωnϕ in the set Uλ,s.

� By construction 0 ⩽ ϕ− u ⩽ s and ϕ− u = 0 on X\Uλ,s.
With these three facts we conclude:

�
X(ϕ − u)ωj ∧ ωn−jϕ ⩽ sλ−j

�
Uλ,s

wnϕ, for j = 2, 3,

hence

�
Uλ,s

ωnϕ −
�
Uλ,s

ωu ∧ ωn−1
ϕ ⩽

�
X
ddc(ϕ− u) ∧ ωn−1

ϕ ⩽
Bs(n− 1)2

λ3

�
Uλ,s

ωnϕ ,

since λ−2 ⩽ λ−3. This yields the Inequality 4.1 for k = 0.
• inductive argument: We asume now that the Inequality 4.1 holds for all j ⩽ k − 1, and
we check that it still holds for k. Note that

ddc
(
ωku ∧ ω

n−[k+1]
ϕ

)
=kddcω ∧ ωk−1

u ∧ ωn−[k+1]
ϕ + (n− [k + 1])ddcω ∧ ωku ∧ ω

n−[k+2]
ϕ

+ 2k(n− [k + 1])dω ∧ dcω ∧ ωk−1
u ∧ ωn−[k+2]

ϕ

+ k(k − 1)dω ∧ dcω ∧ ωk−2
u ∧ ωn−[k+1]

ϕ

+ (n− [k + 1])[n− (k + 2)]dω ∧ dcω ∧ ωku ∧ ω
n−[k+3]
ϕ .

Analogously as before we get

�
Uλ,s

(Tk − Tk+1) ⩽
�
X
(Tk − Tk+1) =

�
X
(ϕ− u)ddc

(
ωku ∧ ω

n−[k+1]
ϕ

)
⩽
Bs

λ3

�
Uλ,s

(
k(k − 1)Tk−2 + 2k[n− k]Tk−1 + (n− [k + 1])2Tk

)
⩽ a

(
1

(1− 4a)2
+

1

1− 4a
+ 1

)�
Uλ,s

Tk ⩽ 4a

�
Uλ,s

Tk

the third inequality above we have used the induction hypothesis. The fourth inequality
follows from the upper bound 4a < 1/8 and the choice of s in the hypothesis of the
Theorem. From this we obtain Inequality 4.1 for k, �nishing the proof.

□

We now establish the following generalization of the domination principle:10

Proposition 4.4. Fix c ∈ [0, 1). If u, v are bounded w-psh functions such that ωnu ⩽ cwnv on
{u < v}, then u ⩾ v.

10The classical domination principle is when c = 0 (see [Ngu16]).
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Proof. Up to adding the same constant to both u and v we can assume without lost of generality
v ⩾ 0. Assume by contradiction that infX(u− v) < 0. Now, we will take constants λ, s to apply
the Comparison Principle constructed to arrive at a contradiction. Fix λ > 0 (using c ∈ [0, 1)
and the assumption) so small that

mλ := inf
X
(u− (1− λ)v) < 0 and (1− λ)n > c

Fixing a small constant s > 0 (that will be made precise how small later), by the comparison
principle (Theorem 4.3) we have(

1− 4B(n− 1)2s

λ3

)n �
{u<(1−λ)v+mλ+s}

ωn(1−λ)v ⩽
�
{u<(1−λ)v+mλ+s}

ωnu .

We take s is small enough to have both {u < (1− λ)v +mλ + s} ⊂ {u < v} and(
1− 4B(n− 1)2s

λ3

)n
(1− λ)n > c

Note that, by the binomial expansion of ω(1−λv) and the fact that for λ small enough we have
(1 − (1 − λ)n) ⩾ λn, we have ωn(1−λ)v ⩾ λnωn + (1 − λ)nωnv . Combining the above inequalities

and the assumption that wnu ⩽ cwnv on {u < v}, we obtain
�
{u<(1−λ)v+mλ+s}

ωn = 0

which is a contradiction.
□

Corollary 4.5. Let u, v be bounded ω-psh functions.

(i) If ωnu ⩽ cwnv for some c ⩾ 0 then c ⩾ 1.

(ii) If ωnu ⩾ ea(u−v)ωnv for some a > 0 then u ⩽ v.

Proof. The �rst a�rmation comes form the assuming by contradiction c ∈ [0, 1) and substitute
v for v + sup

X
|u|+ sup

X
|v|. This gives the contradiction of u being bigger then it's sup.

The second comes from the calculation:

ωnu ⩾ ea(u−v)ωnv ⩾ ea(inf(u−v))ωnv ⇔ 1

c
ωnu ⩾ ωnv ⇒

(i)

1

c
⩾ 1 ⇒ u ⩽ v.

□

Now we are ready to prove the L∞ estimate. We will �rst prove a technical Lemma and then
get the estimate as a corollary of it. This approach comes from [Lu21, GL21].

It is relevant to notice that for our case we don't need all the generality of these results because
our density f is smooth, positive on a compact manifold. However, assuming the uniform estimate
from [Kol98] that we use in the proof, the extra generality of the Lemma 4.6 and Theorem 4.7
o�ers no extra di�culty on the proof.

Lemma 4.6. Fix p > 1. There exists constants cp, Cp depending on p,X, ω such that the
following holds: if 0 ⩽ f ∈ LP (X) with ||f ||p ⩽ 1, then there exists u ∈ PSH(X,ω) ∩ L∞(X)
such that (ω + ddcu)n ⩾ cpfdV and oscX(u) ⩽ Cp.

Proof. By compactness we take �nite double cover of X such that we have the �nite cover of
balls (Bj)

N
j=1 such that Bj ⋐ B′

j ⋐ Uj and (Uj , ψj) is a holomorphic chart of X. We can take the

covering such that, under this biholomorphism, B′
j is mapped to the unit ball in Cn, while Bj is

mapped to the ball of radius 1/2. Now the idea will be that locally we can solve these by using
the local theory, however the gluing process shouldn't work directly because of the Hermitian
setting. With that in mind we will use the solution on the bigger ball B′

j , restrict it to the smaller

ball Bj and patch things together outside of it with a function that behaves like log|z| so that
we understnd well the behavior globaly and we removed the singularity. Then smooth things



THE HERMITIAN CALABI-YAU THEOREM 13

out, outside the sets of our construction, using a cuto� function. This will allow us to de�ne we
a global psh as all consructions will preserve the property of being psh up to renormalization.
Then, we'll get a PSHω(X) function with the wanted properties.

First for each B′
j we solve the complex Monge-Ampère equation (see [Kol98] for the uniform

estimate):11

(ddcvj)
n = fdV in B′

j , vj = −1 on ∂B′
j .

Then |vj | ⩽ A log 2 for a uniform constant A > 0 depending on p,B′
j . To start the gluing

process we take uj := max (vj , A log |z|). Then in {|z| > e−1/A} we have because of the boundary
condition uj = A log |z|, while because of the bound uj = vj in Bj . We next extend uj to a
smooth function outside B′

j by multiplying it with a cuto� function. This gives us a function

which behaves well globaly on X and which is ω-psh in B′
j . Also, uniformily bounded because

it is smooth where it might not be ω-psh. This also implies that up to a multiplicative uniform
constant a > 0, we can control the curvature ddcuj making it small enough.

With that, we obtain a function still denoted by uj with the following properties: ω +
ddc (auj) ⩾ 0 on X and (ω + ddcauj)

n ⩾ anfdV in Bj . Where the last inequality comes simply
from choosing small a to have (ω + ddcauj)

n ⩾ an(ω + ddcuj)
n

We then de�ne u := N−1
∑N

j=1 auj ∈ PSH(X,ω) and because our indexes are all �nite we
have

(ω + ddcu)n ⩾ cfdV on X,

where c > 0 depends on p,N,Bj , B
′
j . Giving us the bounded subsolution we wanted.

□

Now we get the actual L∞ estimate:

Theorem 4.7. Assume 0 ⩽ f ∈ Lp(X) with ||f ||p ⩽ C and C−1 ⩽ ||f ||1/n. Let (u, c) ∈
PSH(X,ω) ∩ L∞(X)× R+be a solution to the Monge-Ampere equation

(ω + ddcu)n = cfdV

Then c, c−1, and oscX(u) are bounded from above by a constant depending on C, p,X, ω, n.

Proof. We normalize u by supX u = 0. Fix ϵ > 0 so small that g := e−ϵuf ∈ Lq(X) for some
q > 1. We can do that, independent of u, by Skoda's Uniform Integrability (see [GZ17] Theorem
8.11). It follows from Lemma 4.6 that there exists a bounded w-psh function v such that

(ω + ddcv)n ⩾ cq
g

||g||q
dV ⩾

cq
||g||q

fdV,

with a uniform bound −Cq ⩽ v ⩽ 0. The domination principle, Corollary 4.5 , yields c ⩾
cq||g||−1

q . The upper bound for c follows from the mixed Monge-Ampère inequality (see [Din09]
or Lemma 1.9 in [Ngu16]).

C1 ≥
�
X
ωu ∧ ωn−1 ⩾

�
X
c1/nf1/nωn.

From

(ω + ddcv)n ⩾ ea(v−C2−u)cfdV

and the domination principle (Corollary 4.5), we obtain v − C2 ⩽ u, hence supX |u| is also
uniformly bounded.

□

11In this proof we will be using interchangibly the neighborhoods/functions on the manifold and the
coresponding ones on Cn. This is done not to overload the notation.
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5. Laplacian Estimate

Here is where we prove the estimate on the Laplacian (Theorem 5.2). We use a type of
canonical coordinates introduced by Guan-Li [GuaLi10] and with it we can simplify a lot of
calculations to relate the geometry and the laplacian of a solution to the Monge-Ampère. This
is certainly the most demanding part in terms of calculations, but not in technical knowledge.
Our approach here comes from [Din19, GuaLi10].

Before proving the ∆-estimate we will discuss some preliminary facts �rst.
First, I will make clear that whenever the word Laplacian appear it is meant as the Chern

Laplacian12 related to the metric in question. Namely, for a function f ,

∆f = gij̄∂i∂j̄f =
nωn−1 ∧ ddcf

ωn

Note that trg g
′ = n+∆u, where g′ = gij̄ + uij̄ .

We start with an example of a function which has bounded Laplacian but is not C2, hence
the Laplacian is bounded but not the full Hessian. This comes to ilustrate that although this
estimates that we seek gives us a bound on second derivatives it does not imply full control over
those. 13 The function w bellow has continuous laplacian but unbounded Hessian:

w(x, y) =

{(
x2 − y2

)
ln
(
− ln

(
x2 + y2

))
0 < x2 + y2 ⩽ 1

4

0 (x, y) = (0, 0)

Although we have examples as above, we will get on Section 6 that a Laplacian estimate is
enough to proceed with our argument and reach higher regularities and their estimates.

In the Kähler setting we have the normal coordinates. Which diagonalizes the metric at the
point (zeroth-order) and makes the �rst derivative terms of the metric zero (�rst order) and
the second order terms dependent on the curvature. (as in classical Riemannian Geometry.) In
the Hermitian setting we can't have such a good simpli�cation to our calculations, however we
can �nd some simpli�cations that might suit the problem we try to solve. For these types of
arguments we pick a reference point p and look at coordinates around them. We identify this
point with the zero of the chart and try to analyze and simplify the expansion of the metric
around it. This gives us that for local calculations that don't use any derivative we can just take
our metric as being its zeroth order term, for the ones that use only one derivative we expand
until the �rst order, and so on and so forth. This helps us not only �nd the simpli�cation of our
metric around p but also apply the simpli�cation to make calculations easier. Calculations such
as the one on the estimate of Theorem 5.2.

Now we present the coordinates of Guan-Li that will be used in the proof.

Proposition 5.1. [GuaLi10]
Given a Hermitian manifold (X,ω) and a point p ∈ X it is possible to choose coordinates near

p, such that gij̄(p) = δij and for any pair i, k one has
∂gīi
∂zk

(p) = 0.

Proof. As commented above, we take local coordinates zi around p. We can take it such that at
this point the metric is diagonalized. Then choose new coordinates from this �rst one by adding
some quadratic terms:

wr = zr +
∑
m ̸=r

∂grr̄
∂zm

zmzr +
1

2

∂grr̄
∂zr

z2r .

Note that, at P we have:

12Laplacian related to the Chern Connection.
13For a general construction regarding examples of this fashion and analogous on higher order derivatives see

[PY23].
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∂zr
∂wi

= δri

∂2zr
∂wi∂wk

= −
∑
m ̸=r

∂grr̄
∂zm

(
∂zm
∂wi

∂zr
∂wk

+
∂zm
∂wk

∂zr
∂wi

)
− ∂grr̄
∂zr

∂zr
∂wi

∂zr
∂wk

.

Now we analyse the metric with respect to our new coordinates: g̃ij̄ := g
(

∂
∂wi

, ∂
∂w̄j

)
, this leads

us to:

∂g̃ij̄
∂wk

=
n∑

r,s=1

grs̄
∂2zr

∂wi∂wk

∂z̄s
∂w̄j

+
n∑

r,s,p=1

∂grs̄
∂zp

∂zp
∂wk

∂zr
∂wi

∂z̄s
∂w̄j

.

Using the equations that relate zi with wk and remembering gi,j̄(p) = δij we get:

∂g̃īi
∂wk

=

n∑
r=1

−
∑
m̸=r

−∂grr̄
∂zm

(δmiδrk + δmkδri) δri −
∂grr̄
∂zr

δriδrk


+

n∑
r,s,p=1

∂grs̄
∂zp

δpkδriδsi = 0.

□

Now we have the ingredients to prove the estimate. The Laplacian estimate we want to prove
is:

Theorem 5.2. [GuaLi10]
If u is a solution to the MA problem on Theorem 2.8 then there exists a constant C =

C (X,ω, n, ||∆f ||C0 , ||u||C0), such that

0 ⩽ n+∆u ⩽ C

where the Laplacian is the ordinary Chern Laplacian with respect to the metric ω.
The idea of the proof comes from [GuaLi10] however the structure in it self comes from [Din19].

Proof. The classical idea that comes from the Kähler case (see [Yau78, Aub78] or in more
generality [GZ17] Section 14.2) is to study a function such as A(u) := log(n + ∆u) + h ◦ u,
where h is an additional uniformly bounded strictly decreasing function that we shall choose
later on. The idea is that analysing the maximum of this function through derivatives should
give us bounds for the trace n+∆u and consequentely for the Laplacian itself. Proving that at
the point z where A attains maximum we have a bound for n+∆u then proof is �nished. Since
at any other point x we have

log(n+∆u)(x) ⩽ A(z)− h(u(x)) ⩽ C

Fixing a point z of maximum of A and identify it with zero in a local chart. We will use
the idea commented earlier in this section of calculations with derivatives on a chart and the
expansion of the metric. In particular gij̄,k will denote

∂gij̄
∂zk

. We will also denote g′ the metric

gij̄ + uij̄ , while g
kl̄, g′kl̄ will denote the inverse transposed matrices of g and g′ respectively.

To reduce our calculations we will use the coordinate system of Guan-Li on Proposition 5.1.
Note the Hessian of u is still diagonal at zero. We can assume that ∆u(0) ⩾ 1, because otherwise
the proof is over.
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Applying logarithm to both sides of MA Equation on Theorem 2.814 and di�erentiating twice
at z we get:15

(5.1) g′pr̄ (gpr̄,k + upr̄k) = log(f)k + gpr̄gpr̄,k

(5.2) −g′ps̄g′hr̄
(
ghs̄,l̄ + uhs̄l̄

) (
gpr̄,k̄ + upr̄k̄

)
+ g′pr̄

(
gpr̄,kl̄ + upr̄kl̄

)
= log(f)kl̄ − gps̄ghr̄ghs̄,l̄gpr̄,k + gpr̄gpr̄,kl̄

To relate the above identities with the trace we want to estimate we take trace in the second
equation above:

(5.3) −g′pp̄g′rr̄ |grp̄,k + urp̄k|2 + g′r̄r̄
(
grr̄,kk̄ + urr̄kk̄

)
= ∆ log(f)− |gpr̄,k|2 + grr̄,kk̄

With these identities that relate the solution and the metric we now look A at z where it
achieves its maximum. From the vanishing of the �rst derivative of A we get the equalities:

(5.4) 0 =
gij̄,kuij̄ + gij̄uij̄k

∆u+ n
+ h′uk =

uīik
∆u+ n

+ h′uk

Note that the �rst term vanishes from the �rst to the second equation because of the Guan-Li
coordinates and the Hessian of u being diagonal at zero. Now we take the trace of the Hessian
of A at z relative to g′ and get:

(5.5) 0 ⩾ g′kk̄Akk̄ = g′kk̄


(
gij̄uij̄

)
kk̄

∆u+ n
−

|
∑

i uīik|
2

(∆u+ n)2
+ h′ukk̄ + h′′ |uk|2

 .
From Eq. 5.4 the second term of the above expression can be simpli�ed to − (h′)2 g′kk̄ |uk|2,

considering the distributive fo the metric term on the sum. The third one can be simpli�ed as
h′
(
n−

∑
k g

′kk̄
)
, by taking the trace with respect to g′ij̄ of the de�nition of g′.

In order to estimate the �rst term we will have to open it and do a couple of substitutions to
get the dependence on the factors we want. First we have the direct computation:(

gij̄uij̄

)
kk̄

= gīi,kk̄uīi + uīikk̄ + 2Re
(
gij̄k uij̄k̄

)
The term with four derivatives, after taking trace with g′kk̄ can be exchanged using Eq. 5.3.
Note that, as g is diagonal at z we get

gij̄,k = −gis̄glj̄gls̄,k = −gjī,k
Gathering both relations above we rewrite the �rst term of Ineq. 5.5 as:

g′kk̄

(
gij̄uij̄

)
,kk̄

∆u+ n
= g′kk̄

gīi
kk̄
uīi

∆u+ n
− g′kk̄

2Re
(
gjī,kuij̄k̄

)
∆u+ n

− g′kk̄
gkk̄,īi −∆ log f

∆u+ n

−
|grk̄,i|2

∆u+ n
+
g′rr̄g′kk̄|grk̄,i + urk̄i|2

∆u+ n

Note that the �rst summand above is controlled from below by −C
∑

k g
′kk̄ with the constant

C dependent on the sup norm of all second order derivatives of g. Which comes from a calculation
quite similar to the one to simplify Ineq 5.5. The same goes for all the terms in the third and
fourth summand.16

14Note we are not estimating solutions to the continuity method but to the original MA Equation, however
doing it for the conitnuity equation produces no extra di�culties besides complicated notation.

15This calculation is a global version of the one done in the beginning of the proof of Theorem 6.1.
16The fact that the is not uīi term on the numerator means that the estimate could be even sharper, but we

don't need it.
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Summing up our computations up to now with Inequality 5.5 we get

0 ⩾
[
−h′ − C

]∑
k

g′kk̄ − C̃ +
[
h′′ −

(
h′
)2]∑

k

g′kk̄ |uk|2 +
g′rr̄g′kk̄

∣∣grk̄,i + urk̄i
∣∣2

∆u+ n

− g′kk̄
2Re

(
gjī,kuij̄k̄

)
∆u+ n

.

A very relevant fact is that C̃ represents a constant which depends on h, in this case more
speci�cally on a uniform bound on h′. A understanding of this bound and constant will be clear
at the end once we choose our function.

The last term above can be rewritten as follows:

g′kk̄
2Re

(
gjī,kuij̄k̄

)
∆u+ n

= g′kk̄
2Re

(
gjī,kuik̄j̄

)
∆u+ n

= g′kk̄
2Re

(
gjī,k

(
gik̄,j̄ + uik̄j̄ − gik̄,j̄

))
∆u+ n

= g′kk̄
∑
i ̸=j

√
g′īig′

īi

2Re
(
gjī,kg

′
ik̄,j̄

)
∆u+ n

− g′kk̄
2Re

(
gjī,kgik̄,j̄

)
∆u+ n

.

Notice we sum only over indices i ̸= j because the Guan-Li coordinates satisfy gīi,k = 0.

Applying Schwarz inequality17 the latter is bounded above by

g′kk̄
∑
i ̸=j

g′īi
∣∣gik̄,j̄∣∣2
∆u+ n

+ g′kk̄
∑
i ̸=j

g′
īi

∣∣gjī,k∣∣2
n+∆u

+ C
∑
k

g′kk̄ ⩽
∑
i ̸=j

g′kk̄g′īi

∣∣∣g′ik̄,j̄∣∣∣2
∆u+ n

+ C
∑
k

g′kk̄

With this we can reduce our main inequality to

0 ⩾
[
−h′ − C

]∑
k

g′kk̄ − C̃ +
[
h′′ −

(
h′
)2]∑

k

g′kk̄ |uk|2 +
g′rr̄g′kk̄

∣∣∣g′rk̄,k∣∣∣2
∆u+ n

The last term can be handled as follows

g′rr̄g′kk̄
∣∣∣g′rk̄,k∣∣∣2

∆u+ n
=g′rr̄

[(∑
k g

′kk̄
∣∣∣g′rk̄,k∣∣∣2)(∑k g

′
kk̄

)]
(∆u+ n)2

⩾ g′rr̄
∣∣∑

k

(
urk̄k + grk̄,k

)∣∣2
(∆u+ n)2

=g′rr̄
∣∣∣∣h′ur +

∑
k grk̄,k

∆u+ n

∣∣∣∣2 ,
In the last equality we use Eq. 5.4. Expanding the squares and applying Schwarz inequality

again we get:

g′rr̄g′kk̄
∣∣∣g′rk̄,k∣∣∣2

∆u+ n
⩾ g′rr̄

((
h′
)2

+ h′
)
|ur|2 −

∣∣h′∣∣ g′rr̄ ∣∣∑k grk̄,k
∣∣2

(∆u+ n)2
,

again we can estimate last summand by CC̃
∑

r g
′rr̄. Where we write C̃ because there is a

factor inside it that comes from estimating |h′| uniformilly, which will be clear why we can by
the choice of h later.18

Putting the pieces together we get our main inequality as:

17and also the elementary inequality g′īi ⩽ ∆u+ n.
18Here we use the usual notation that a constant such as C or C̃ can vary from line to line, but on what the

constant depends is the most important and is �xed from line to line.
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0 ⩾
[
−h′ − C1C̃1

]∑
k

g′kk̄ − C̃2 +
[
h′′ + h′

]∑
k

g′kk̄ |uk|2

So if we choose the function h(t) = Ke−t. Then we can consider h as having uniform bound
as well as h′ and both bounds related, because osc

X
(u) is uniformilly bounded by Theorem 4.7.

Now this gives us something that behaves like

0 ⩾ (C̃3 − C̃1C1)
∑
k

g′kk̄ − C̃2

which shows that g′kk̄ are upper bounded and hence g′
kk̄

are also lower bounded. From the

equation we immediately get that g′
kk̄

are upper bounded at the point z which establishes the
desired estimate.

□

6. Higher Order Estimates

This the part of the argument is local in nature due to the Complex Evans-Krylov Theory.
See [GT83] for references on the real case and [Siu87] for the original approach in the complex
case. The argument here will consist in using this Complex Evans-Krylov Theory to use the
L∞ − estimate and ∆ − estimate to get a C2,α − estimate (Theorem 6.1). Then use the
usual Schauder Theory for Second Order Elliptic PDEs with a bootstraping argument to get
as much regularity as we can as in Theorem 6.2, in our case we'll get smoothness. Assuming
familiarity with PDEs, specially Schauder Theory this should be the most straightforward part.
Our approach comes from [Blo12, GZ17].

In this chapter we want to prove the following result:

Theorem 6.1. Let u be a C4-smooth plurisubharmonic function in an open bounded connected
set Ω ⊂ Cn such that det

(
uij̄
)
= eg > 0. Then for any Ω′ ⋐ Ω there exists

0 < α = α

(
n, ||u||C0,1(Ω), sup

Ω
∆u, ||g||C0,1(Ω), inf

Ω
g

)
< 1,

and C > 0, depending moreover on a lower bound for dist (Ω′, ∂Ω), such that

||u||C2,α(Ω′) ⩽ C

Proof. We start our proof presenting some classical calculations.19 See Exercise 14.13 in [GZ17]
for a step by step for those.

Fix ξ ∈ Cn, |ξ| = 1. We will di�erentiate our local problem with respect to this direction:

log det
(
uij̄
)
= log f = g

We get

uij̄uξξ̄ij̄ = (log f)ξξ̄ + uil̄ukj̄uξij̄uξ̄kl̄

We reinforce that we use uij for the inverse transpose of uij , as in Theorem 5.2. Now we use
the concavity of A→ log detA (see Lemma B.3) where A is a positive n× n Hermitian matrix.

This gives us the inequality uil̄uk j̄uξij̄uξ̄kl̄ ⩾ 0 and with that we get:

(6.1) uij̄uξξ̄ij̄ ⩾ (log f)ξξ̄

To use techniques from [GT83] we will write the Inequality 6.1 in divergence form. Le aij̄ :=

fuij̄ . For any �xed i we have:

19This calculation is a local version of the one done in the beginning of the proof of Theorem 5.2.
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(
aij̄
)
j̄
= f

(
uij̄ukl̄ − uil̄ukj̄

)
ukl̄j̄ = 0

now applying Ineq. 6.1 and the since f ∈ C0,1,(
aij̄uξξ̄i

)
j̄
⩾ fξξ̄ −

|fξ|2

f
⩾ fξξ̄ − C1.

Rewriting in gradient form we will get

fξξ̄ =
∑
i,j

ci,j
∂2f

∂xi∂xj
=
∑
i,j

ci,j
∂f j

∂xi
,

where (x1, . . . , x2n) denote real coordinates in R2n ≃ Cn.
With this perspective we can use the theory from Chapter 8 of [GT83]. Note that uξξ̄ is thus

a subsolution of the equation

Lv = g +
∑
j

Djf
j

where g ≡ −C1, Dj =
∑

i ci,j
∂
∂xi
, f j is bounded since f ∈ C0,1, and

Lv =
∑
i,j

(
aij̄vi

)
j̄

The hypothesis on u and Lemma B.4 make the operator L uniformly elliptic (in the real sense).
The weak Harnack inequality (see [GT83] Theorem 8.18) gives us:

(6.2) r−2n

�
Br

(
sup
B4r

uξξ̄ − uξξ̄

)
⩽ C3

(
sup
B4r

uξξ̄ − sup
Br

uξξ̄ + r

)
,

where B4r = B (z0, 4r) ⊂ Ω and z0 ∈ Ω′.
Set U :=

(
ui,j̄
)
. For x, y ∈ B4r ⊂ Ω, we obtain

aij̄(y)uij̄(x) = f(y)uij̄(y)uij̄(x) = f(y) tr
(
U(y)−1U(x)

)
.

In particular,

aij̄(y)uij̄(y) = nf(y).

On the other hand, det
(
f(y)1/nU(y)−1

)
= 1, then with Lemma B.2 we get the inequality

aij̄(y)uij̄(x) = f(y)1−1/n tr
(
f(y)1/nU(y)−1U(x)

)
⩾ nf(y)1−1/nf(x)1/n.

With the the expression above we get, for x, y ∈ B4r,

aij̄(y)
(
uij̄(y)− uij̄(x)

)
⩽ nf(y)− nf(y)1−1/nf(x)1/n

= nf(y)1−1/n
(
f(y)1/n − f(x)1/n

)
(6.3) ⩽ C4|x− y|

where C4 > 0 depends on sup f and the Lipschitz constant of f1/n.

We now wish to combine Ineq 6.2 with Ineq 6.3. Notice that, the eigenvalues of
(
aij̄(y)

)
lie in

[λ,Λ], where λ,Λ > 0 are under control. By Lemma B.1, we can �nd unit vectors ξ1, . . . , ξN ∈ Cn
such that for x, y ∈ Ω

aij̄(y)
(
uij̄(y)− uij̄(x)

)
=

N∑
k=1

βk(y)
(
uξk ξ̄k(y)− uξk ξ̄k(x)

)
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where βk(y) ∈ [λ∗,Λ∗] and λ∗,Λ∗ > 0 are under control. And hence we can control this types
of amplitudes. Now set

Mk,r := sup
Br

uξk ξ̄k, mk,r := inf
Br

uξk ξ̄k

and

η(r) :=
N∑
k=1

(Mk,r −mk,r)

We need to show that η(r) ⩽ Crα. Since ξ1, . . . , ξN can be chosen so that they contain
the coordinate vectors, it will then follow that||∆u||Cα(Ω′) is under control. By the Schauder

estimates for the Poisson equation see Theorem 4.6 in [GT83] that
∣∣|D2u

∣∣ |Cα(Ω′) is also under
control. To establish the Hölder condition η(r) ⩽ Crα it su�ces to show that

(6.4) η(r) ⩽ δη(4r) + r, 0 < r < r0

where δ ∈ (0, 1) and r0 > 0 are under control (see Lemma 8.23 [GT83]).
It follows from Ineq 6.3 that

(6.5)
N∑
k=1

βk(y)
(
uξk ξ̄k(y)− uξk ξ̄k(x)

)
⩽ C4|x− y|

Summing 6.2 over l ̸= k, where k is �xed, we obtain

(6.6) r−2n

�
Br

∑
l ̸=k

(
Ml,4r − uξlξ̄l

)
⩽ C3(η(4r)− η(r) + r).

By 6.5, for x ∈ B4r, y ∈ Br we have

βk(y)
(
uξk ξ̄k(y) −uξk ξ̄k(x)

)
⩽ C4|x− y|+

∑
l ̸=k

βl(y)
(
uξlξ̄l(x)− uξlξ̄l(y)

)
⩽ C5r + Λ∗

∑
l ̸=k

(
Ml,4r − uξlξ̄l(y)

)
.

The inequality above holds for all x, y in their proper domains. Hence on the left hand side x
is a free variable. Thus for all y ∈ Br,

uξk ξ̄k(y)−mk,4r ⩽
1

λ∗

C5r + Λ∗
∑
l ̸=k

(
Ml,4r − uξlξ̄l(y)

)
and 6.6 gives

r−2n

�
Br

(
uξk ξ̄k −mk,4r

)
⩽ C6(η(4r)− η(r) + r).

This together with 6.2 implies η(r) ⩽ C7(η(4r) − η(r) + r). Then the desired Inequality 6.4
follows.

□

Now to complete the proof of the results necessary for the proof of Theorem 2.8 we prove
Theorem 6.2. We prove such theorem by a bootstraping argument using the classical Schauder
Theory. Now that the C2,α − estimates are available the argument should follow from a direct
application.

The result we'll prove precisely is:
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Theorem 6.2. Assume (ω + ddcφ)n = fωn, where f > 0 and φ is ω plurisubharmonic and
C2,α-smooth. Then

φ ∈ C2,α, f ∈ Ck,α =⇒ φ ∈ Ck+2,α

and

||φ||k+2,α ⩽ C

where C > 0 depends only on upper bounds for ||φ||2,α, ||f ||k,α.
Proof. To apply Schauder Theory for the operator

(6.7) F
(
D2u

)
= det

(
uij̄
)

we need to have that it is Elliptic then by Lemma B.4 we get:20

The operator F is elliptic (in the real sense) for smooth strongly psh functions. Even uniformily
elliptic when a C2,α estimate is available. That is

|ξ|2/C ⩽
2n∑

p,q=1

∂F/∂upqξpξq ⩽ C|ξ|2, ξ ∈ Cn = R2n

for some uniform constant C.
By Theorem 6.1 we have uniformly ellipticity of F and thus we apply the standard elliptic

theory21 to the equation

F
(
D2u

)
= f

For a �xed unit vector ξ and small h > 0 we consider

uh(x) =
u(x+ hξ)− u(x)

h
and

apqh =

� 1

0

∂F

∂upq

(
tD2u(x+ hξ) + (1− t)D2u(x)

)
dt

Thus

apqh (x)uhpq(x) =
1

h

� 1

0

d

dt
F
(
tD2u(x+ hξ) + (1− t)D2u(x)

)
dt = fh(x)

Schauder theory for linear elliptic equations with variable coe�cients yields the a priori
estimates

u ∈ C2,α =⇒ apqh ∈ C0,α Schauder
=⇒ uh ∈ C2,α

Since these estimates are uniform in h we infer u ∈ C3,α. Now we do the bootstraping argument.
We apply the Schauder estimates again recursively and then we have

u ∈ C3,α =⇒ apqh ∈ C1,α Schauder
=⇒ uh ∈ C3,α =⇒ u ∈ C4,α =⇒ . . .

With this we can achieve as much regularity as f can allow as it's regularity is the only barrier
for the recursive process to continue. This completes the proof of Theorem 6.2

□

To actually get the smoothness we want it is just a matter of applying the above result/argument
for arbitrary k ∈ N as in the case of Theorem 2.8 the f is C∞.

20For more details regarding this and other complex operators seen as uniformly elliptic in the real sense refer
to [Blo99].

21For a more detailed and general description of the procedure then the one on this notes see Lemma 17.16
[GT83].
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Appendix A. Where do we go now?

Here in this appendix I'll present very brie�y some problems that go beyond the scope of these
notes for the interested reader.

A.1. Calabi-Yau-Gauduchon Theorem. The Calabi-Yau-Gauduchon (shortened by CYG)
Theorem, posed as a conjecture by Gauduchon in [Gau84] on IV.5, is canonical type problem
related to Gauduchon Metrics (De�nition 2.1). This problem regards �nding a Gauduchon metric
whose volume form is prescribed. This problem can be seen as a natural generalization of the
Hermitian Calabi-Yau Theorem 2.7. However, in dimension n ⩾ 3 the ddc perturbation of a
Gauduchon metric is not necessarily Gauduchon, then Theorem 2.7 does not help directly to
prove the CYG Theorem.

This Theorem was proved by Tosatti-Weinkove-Szekelyhidi [STW17] and also showed that one

can further prescribe the Aeppli class (Hn−1,n−1
A (X)) of the Gauduchon metric.

Now we present the two equivalent formulations of the conjecture which give us the interpretations
above:

Conjecture A.1. Let M be a compact complex manifold and η be a closed real (1, 1) form on

M with [η] = cBC
1 (M) ∈ H1,1

BC(M,R). Then there is a Gauduchon metric ω on M with

Ric(ω) = η

Conjecture A.2. Let M be a compact complex manifold and σ be a smooth positive volume
form. Then, there is a Gauduchon metric ω on M with

ωn = σ

A.2. Singular setting. The extension of result of Kähler Geometry to mildly singular varieties
has been a very active �eld of research on the past years. (see [GZ17] and the references therein
for the pluripotential aspect of this story.) On the Hermitian setting some development has
been made such as the de�nition of a Singular Gauduchon Metric for some types of sinularities
by Chug-Ming Pan [Pan22]. Also the extension of Pluripotential techniques such as in [KN19,
GL22, GL21] has allowed some progress in this endeavor.

One relevant still open question is whether one can prove that the volume of the ddc perturbation
of the metric can have in�mum zero, i.e.

inf{
�
X
(ω + ddcφ)|φ ∈ C∞(X,R) with ω + ddcφ > 0}

Metrics with such an in�mum being non-zero are called uniformly non-collapsing and one such
that there are no u bounded ω-psh such that (ω+ ddcu)n ≡ 0 is called non-collapsing in [GL22].
There has been shown that if a singular metric satis�es the condition (B) (see De�nition2.2)
then it is non-collapsing. In the same paper many examples of such metrics are given.

Appendix B. Inventory of Results

This appendix is a list of result and references we use throughout the proofs and decided to
store here to keep the main text more organized.

Lemma B.1. Let 0 < λ < Λ < ∞ and let S(λ,Λ) denote the set of Hermitian matrices whose
eigenvalues lie in the interval [λ,Λ].

One can �nd unit vectors ζ1, . . . , ζN ∈ Cn and 0 < λ∗ < Λ∗ <∞, depending only on n, λ, and
Λ, such that every A ∈ S(λ,Λ) can be written as

A =
N∑
k=1

βkζk ⊗ ζ̄k, i.e., aij̄ =
∑
k

βkζkiζ̄kj

where βk ∈ [λ∗,Λ∗] , k = 1, . . . , N . The vectors ζ1, . . . , ζN can be chosen so that they contain
a given orthonormal basis of Cn.

(see [Siu87] page 103 for a proof.)
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Lemma B.2. Let H denote the set of all n× n Hermitian matrices and set

H+ := {A ∈ H|A > 0}
Then, for all A ∈ H+

(detA)1/n =
1

n
inf{tr(AB)|B ∈ H+,detB = 1}

(see Lemma 5.8 [GZ17] for a proof.)

Lemma B.3. Let H denote the set of all n× n Hermitian matrices and set

H+ := {A ∈ H|A > 0}
Then the map

H+ ∋ A 7−→ (detA)1/n ∈ R+

is concave.
(This result can be deduced from the Lemma B.2 above.)

Lemma B.4. One has for the complex Monge-Ampère operator 6.7

λmin (∂F/∂upq) =
det
(
uij̄
)

4λmax

(
uij̄
) , λmax (∂F/∂upq) =

det
(
uij̄
)

4λmin

(
uij̄
) .

(see [Blo99] for more details.)

Lemma B.5. Let (X,ω) Hermitian manifold. Take α ∈ Ω(p−1,p−1)(X) and β ∈ Ω(n−p,n−p)(X).
Then:

�
X
ddcα ∧ β =

�
X
α ∧ ddcβ.

Proof. �
X
ddcα ∧ β = c

�
X
∂∂̄α ∧ β (Definition)

= c

�
X
d(∂̄α) ∧ β (∂̄2 = 0)

= c

�
X
∂̄α ∧ dβ (Stokes)

= c

�
X
∂̄α ∧ ∂β (Dimension)

= c

�
X
dα ∧ ∂β (Dimension)

= −c
�
X
α ∧ d(∂β) (Stokes)

= −c
�
X
α ∧ ∂̄∂β (∂2 = 0)

= c

�
X
α ∧ ∂∂̄β (∂∂̄ = −∂̄∂)

=

�
X
α ∧ ddcβ (Definition)

□

Acknowledgments

The author would like to thank their advisor Vincent Guedj for his support and guidance. In
addition, the author would like to thank Chung-Ming Pan for the very helpful discussions and
support.



24 GUILHERME CERQUEIRA GONÇALVES

References

[Aub78] T. Aubin, Equations du type Monge-Ampère sur les variétés kählériennes compactes, Bull. Sci. Math.
(2), 102:1 (1978), pp. 63�95.

[BT76] E. Bedford and B. A. Taylor, The Dirichlet problem for a complex Monge-Ampère equation, Invent. Math.
37 (1976), no. 1, 1�44.

[BT82] E. Bedford and B. A. Taylor, A new capacity for plurisubharmonic functions, Acta Math. 149 (1982), no.
1-2, 1�40.

[Blo99] Z. Bªocki, On the regularity of the complex Monge�Ampère operator. Complex Geometric Analysis in
Pohang (1997). Contemp. Math., 222, Amer. Math. Soc., Providence, RI, 1999, 181�189.

[Blo12] Z. Bªocki, The Calabi�Yau theorem. Complex Monge�Ampère equations and geodesics in the space of
Kähler metrics. Lecture Notes in Math., 2038, Springer, Heidelberg, (2012) , 201�227.

[Cal57] E. Calabi, On Kähler manifolds with vanishing canonical class. Algebraic Geometry and Topology. A
symposium in honor of S. Lefschetz, Princeton University Press, Princeton, 1957, 78�89.

[CDS15] X. CHEN, S. DONALDSON, S. SUN � �Kähler-Einstein metrics on Fano manifolds. I, II, III�, J. Amer.
Math. Soc. 28 (2015), no. 1, p. 183�197, 199�234, 235�278.

[Chr87] P. Cherrier, Équations de Monge-Ampère sur les variétés Hermitiennes compactes, Bull. Sc. Math (2),
111 (1987), pp. 343�385.

[Chi16] I. Chiose, On the invariance of the total Monge-Ampère volume of Hermitian metrics (2016). Preprint
arXiv:1609.05945

[Din09] S. Dinew, An inequality for mixed Monge-Ampère measures, Math. Zeit. 262 (2009), 1-15.
[Din19] S. Dinew, Lectures on Pluripotential Theory on Compact Hermitian Manifolds. Complex non-Kähler

Geometry. Lecture Notes in Math., 2246, Springer, Heidelberg, (2019), 1-56.
[DK12] S. Dinew, S. Koªodziej, Pluripotential estimates on compact Hermitian Manifolds, Advances in geometric

analysis. Adv. Lect. Math. 21, 69�86 (2012)
[Gau77] P. Gauduchon, Le théorème de l'excentricitè nulle (French). C. R. Acad. Sci. Paris 285, 387�390 (1977)
[Gau84] P. Gauduchon, La 1-forme de torsion d'une variété hermitienne compacte. Math. Ann., 267 (1984),

495�518
[GT83] D. Gilbarg and N. Trudinger, Elliptic Partial Di�erential Equations of Second Order (2nd edn.).

Grundlehr. der Math. Wiss., 224. Springer, Berlin, 1983.
[GuaLi10] B. Guan, Q. Li, Complex Monge-Ampère equations and totally real submanifolds. Adv. Math. 225,

1185�1223 (2010)
[GL21] V. Guedj, C.H. Lu. Quasi-plurisubharmonic envelopes 3: Solving Monge-Ampère equations on hermitian

manifolds�, arXiv:2107.01938 (2021).
[GL22] V. Guedj, C.H. Lu, Bounds on Monge-Ampère volumes, Algebr. Geom. 9 (2022), No. 6, 688-713.
[GZ17] V. Guedj, A. Zeriahi, Degenerate Complex Monge-Ampère Equations. EMS Tracts in Mathematics 26

(2017), 496pp.
[Ha96] Hanani, A. Equations du type de Monge-Ampère sur les variétés hermitiennes compactes, J. Funct. Anal.

137 (1996), no. 1, 49�75. MR1383012 (97c:32018)
[Kol98] S. Koªodziej, The complex Monge-Ampère equation, Acta Math. 180 (1998), no. 1, 69�117.
[KN15] S. Koªodziej, N.C. Nguyen, Weak solutions to the complex Monge-Ampère equation on compact Hermitian

manifolds. Contemp. Math. 644, 141�158 (2015)
[KN19] S.Koªodziej, N.C.Nguyen, Stability and regularity of solutions of the Monge- Ampère equation on

Hermitian manifolds. Adv. Math. 346 (2019), 264-304.
[Lu21] C.H. Lu. Pluripotential theory on compact hermitian manifolds, Plutoche Talks (2021)
[Ngu16] N.-C. Nguyen, The complex Monge-Ampère type equation on compact Hermitian manifolds and

applications, Adv. Math. 286 (2016), 240�285.
[Pan22] C.-M.Pan, Singular Gauduchon metrics. Compos. Math. 158 (2022), 1314-1328.
[PY23] Pan, Y., Yan, Y. Examples of twice di�erentiable functions with continuous Laplacian and unbounded

Hessian. Collect. Math. (2023)
[Siu87] Y. T. Siu, Lectures on Hermitian�Einstein Metrics for Stable Bundles and Kähler�Einstein Metrics. DMV

Seminar 8, Birkhäuser, Basel, 1987.
[STW17] G. Székelyhidi, V. Tosatti, B. Weinkove, Gauduchon metrics with prescribed volume form, Acta Math.

219 (2017), no. 1, 181�211.
[TW10a] V. Tosatti, B. Weinkove. Estimates for the complex Monge-Ampère equation on Hermitian and balanced

manifolds. Asian J. Math. 14, no. 1, p. 19-40 (2010).
[TW10b] V. Tosatti, B. Weinkove. The complex Monge-Ampère equation on compact Hermitian manifolds. J.

Amer. Math. Soc., 23 (2010), 1187-1195.
[TWWY15] V. Tosatti, Y.Wang, B.Weinkove and X. Yang, C2;α estimates for nonlinear elliptic equations in

complex and almost complex geometry. Calc. Var. P. D. E., 54(1) (2015), 431�453.
[Wi12] J. Wiegerinck, Pluri�ne potential theory. ANNALES POLONICI MATHEMATICI 106 (2012), 275-292.
[Yau78] S. T. Yau, On the Ricci curvature of a compact Kähler manifold and the complex Monge�Ampère

equation. I. Comm. Pure Appl. Math., 31(3) (1978), 339�411.


	1. Introduction
	2. From HCY to Monge-Ampère
	3. Uniqueness and Openess
	4. L Estimate
	5. Laplacian Estimate
	6. Higher Order Estimates
	Appendix A. Where do we go now?
	Appendix B. Inventory of Results
	Acknowledgments
	References

